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Mixing between fuel and shell material is an important topic in the inertial confinement fusion
community, and is commonly accepted as the primary mechanism for neutron yield degradation.
Typically, radiation hydrodynamic simulations that lack mixing (clean simulations) tend to con-
siderably overestimate the neutron yield. We present here a series of yield calculations based on a
variety of fall-line inspired mix models. The results are compared to a series of OMEGA experiments
which provide total neutron yields and time-dependent yield rates.

PACS numbers: 52.57.-z, 47.20.Ma, 47.51.+a

I. INTRODUCTION

An important objective of inertial confinement fusion
(ICF) is to determine a methodology for evaluating im-
plosion quality. In ICF, a capsule filled with fuel is im-
ploded either directly, by the application of laser beams
onto its surface, or indirectly, in a soft x-ray radiation
bath [1]. The resulting implosion is confined by the in-
ertia of the fuel mass, and fusion reactions take place in
the core [2].

One issue that has broadly affected ICF is the un-
derstanding of mix. When a capsule implodes, some of
the hot fuel material (usually deuterium and/or tritium)
mixes with the cooler material of the outer shell (plas-
tic and glass are common). This fuel-shell mix quenches
the fusion reactions and therefore the neutron yield. The
control and mitigation of mix is an important goal for
achieving ignition, which occurs when the plasma is sus-
tained by fusion reactions without energy input from ex-
ternal sources [1].

Radiation hydrodynamics simulations are a valuable
tool for designing and understanding ICF implosions.
Generally, simulations of specific experiments are rea-
sonably good at predicting the temperatures, densities,
pressures, and other physical characteristics of the im-
plosions. However, when performing a clean simulation,
which by definition does not incorporate any mixing be-
tween fuel and shell materials, the neutron yield is con-
sistently over-predicted as compared to experiment.

A metric called the yield-over-clean (YoC), which is the
ratio of the experimental primary neutron yield to the
calculated clean yield with no mix, represents a standard
measurement of implosion performance [3–6]. A small
value for the YoC therefore implies severe yield degra-
dation, while a YoC approaching unity implies that the
yield is not degraded as compared to the clean calcula-
tion.

Amendt et al, in their study of double-shell capsules,
approached this problem by optimizing the fall-line be-
havior, which tends to minimize mix [3, 4]. The fall-
line is traditionally defined as the straight-line trajec-

tory drawn tangent to the fuel-shell interface at the point
when the interface begins to decelerate. In essence, the
fall-line represents the peak shell velocity in a hydrody-
namic sense, as well as an upper bound for contamination
of the fuel. The mixed fuel-shell material should remain
behind the fall-line, because by causality it cannot move
faster than the peak velocity. Amendt et al [3] used this
idea to design experiments which had high YoC and thus
minimized the amount of mix.

In the work presented here, we use the concepts of
the fall-line to apply a number of methods that calcu-
late the mix-degraded yield by post-processing hydrody-
namic simulations. We discuss the applicability of dif-
ferent modifications of the fall-line as compared to the
traditional fall-line approach. We also evaluate an inter-
face penetration fraction model developed by Amendt et
al [4]. Finally, we apply Haan’s saturation model [7] to
our test problems and investigate the corresponding yield
degradation behavior.

We focus on a particular set of experiments for which
detailed hydro simulations were performed. The simu-
lations were calibrated with data from the experiments,
and a post-processing procedure was developed to imple-
ment the mix models. By comparing the experimental
yield data to results of the mix models, we can validate
and judge the applicability of each model.

II. EXPERIMENTS

The methods described here were tested with a set of
direct-drive experiments performed at the Laboratory for
Laser Energetics’ OMEGA laser [8]. The targets were
plastic capsules with outer radii of 435.5±1.4 µm, and
were filled with 20 atm of D2 and 0.072 atm of Ar. These
implosions use plastic shells and deuterium gas to sim-
ulate conditions during the deceleration phase. Of the
eight experimental shots reported here, five had ∼26 µm
thick shells, two had ∼19 µm shells, and one had an
∼32 µm shell. A 1-ns square laser pulse with ∼23 kJ of
energy irradiated the target in each case.

Time-dependent neutron yield data were recorded with
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TABLE I: List of experiments, including shell thicknesses and
total neutron yields from the nTOF detector. Shot sequence
A represents the ∼26 µm shells, sequence B represents the
thinner ∼19 µm shells, and sequence C is the thicker ∼32 µm
shell.

Shot Shell Thickness Neutron Yield

1A 25.8 µm 2.87 ×1010 (±1.3%)
2A 25.6 µm 3.16 ×1010 (±1.2%)
3A 25.8 µm 2.89 ×1010 (±1.3%)
4A 25.6 µm 2.84 ×1010 (±1.3%)
5A 25.7 µm 2.94 ×1010 (±1.3%)

1B 19.3 µm 1.35 ×1011 (±0.6%)
2B 19.3 µm 1.31 ×1011 (±0.6%)

1C 32.2 µm 5.83 ×109 (±2.8%)

the Neutron Temporal Diagnostic (NTD) [9], which in
this case measured the number of 2.45 MeV neutrons
produced in the D+D → n+ 3He reaction as a function
of time. As an additional diagnostic, the total number of
neutrons produced was provided by the Neutron Time-
of-Flight (nTOF) [10] instrument. Both of these mea-
surements were used to compare directly to the results
of the theoretical mix models studied. Table I lists the
eight experimental shots and their corresponding shell
thicknesses and total yields.

III. THEORETICAL MODELING

The simulations used in this work were performed
with the 1-D Lagrangian radiation hydrodynamics code
HELIOS-CR [11, 12], which calculates in-line Non-
Local Thermodynamic Equilibrium (NLTE) collisional-
radiative atomic kinetics for every time step and every
spatial zone in the simulation.

In comparing theory to experiment, a collection of sim-
ulations was calibrated to conform as closely as possible
to the actual conditions of each of the eight experimental
shots described above. The beam-averaged laser pulse
power spectrum as a function of time was used for every
individual shot, and the experimentally measured shell
thicknesses from Table I were also employed. In addi-
tion, the flux limiter was modified until the experimental
bang time matched the clean yield bang time for each
case.

To study how mix degrades neutron yield, the hydro-
dynamic simulations were post-processed with FLAME 1

(Fall-Line Analysis Mix Evaluator), an interactive graph-
ical user interface tool documented in Ref. [13]. The de-
tailed figures in this paper represent the results of ana-
lyzing the hydro simulations representing one experiment

1 FLAME is available with complete documentation by contacting
Leslie Welser-Sherrill at lwelser@lanl.gov.
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FIG. 1: (Color online) Position of the fuel-shell interface zone
(thick black) as a function of time, and the corresponding tra-
ditional fall-line trajectory (red dots). The positions of all fuel
zones are also shown (thin grey). The fall-line intersects each
zone at a slightly different time. In this implementation of the
traditional fall-line model, the yields are fully dudded behind
the fall-line. (FLAME analysis of Shot 5A from Table I.)

(Shot 5A in Table I). The same procedure was also fol-
lowed with the other seven shots, and the resulting yields
will be discussed and shown in Section V. In the follow-
ing subsections, we describe the procedures and results
of implementing four different mix models with FLAME.

A. Fall-Line Mix Model

We begin with the fall-line itself. Figure 1 shows the
zone position for the fuel-shell interface as a function of
time, and the traditional definition of the fall-line, whose
slope is set at the onset of the deceleration phase (the
time of peak velocity). The fall-line continues until it
encounters r = 0. Physically, the fall-line represents the
maximum theoretical rate of shell contamination of the
fuel, since it continues the trajectory of the fuel-shell in-
terface when it is moving at its peak velocity.

The positions of every zone in the gas are plotted along
with the fall-line. Figure 1 shows how the fall-line inter-
sects each zone at a slightly different time. These times,
which are referred to as tzone, are the times when yield
degradation, or dudding, begins for each zone.

The yield degradation is performed independently for
every zone. In the simplest form, we can naively as-
sume complete dudding in the next time step following
each tzone; in other words, the zone’s yield drops to zero
in the next time step. This completely dudded fall-line
model (which will be referred to here as the traditional
fall-line model) is shown in Figure 2(a), along with other
mix models which will be discussed in the subsequent sec-
tions. In Figure 3(a), the black lines show the clean yields
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FIG. 2: (Color online) Spatial and temporal regions where
yield contributes, according to the four mix models discussed
here, are shown in solid colors. Regions where yield degrada-
tion occurs are shown in striped black and white. (a) Tradi-
tional fall-line mix model, where the slope is set at the onset
of the deceleration phase. (b) Modified fall-line mix model
based on a fall-line which sets the slope at the peak of the
deceleration phase. (c) Interface penetration fraction model
representing a total yield that matches the experimental yield
(γ = 0.54). (d) Independent mix model based on Haan’s sat-
uration model (multiplier = 3.0). (FLAME analysis of Shot
5A from Table I.)

for every hydro zone, while the colored circles represent
only the yields that contribute in the fall-line model.
Note that the innermost zone (with a position closest
to r = 0) has the largest yield rate, while the outermost
fuel zone (next to the interface) has the smallest yield
rate. This means that the traditional fall-line analysis
eventually duds the yield in all zones, since the fall-line
region hits r = 0 at a time when neutrons are still being
produced, according to the clean simulation.

Though the traditional fall-line model represents the
fastest way for the shell material to contaminate the fuel
and thus induce yield degradation, it is not likely that the
in-fall of shell material would be so violent. We there-
fore also studied an alternative approach to the tradi-
tional fall-line model in which the yield is quenched only
partially (not shown graphically here) by using a longer
transient yield degradation after the fall-line intersects
each zone. This is a free parameter in the analysis, and
can be used to match experimental data.
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FIG. 3: (Color online) Clean yield rates predicted by HELIOS
for all fuel zones (black solid) and degraded yields calculated
by the four mix models discussed here. Contributing yields
are shown in colored circles, while the remaining regions are
dudded. (a) Traditional fall-line mix model, where the slope
is set at the onset of the deceleration phase. (b) Modified fall-
line mix model based on a fall-line which sets the slope at the
peak of the deceleration phase. (c) Interface penetration frac-
tion model representing a total yield that matches the experi-
mental yield (γ = 0.54). (d) Independent mix model based on
Haan’s saturation model (multiplier = 3.0). (FLAME analy-
sis of Shot 5A from Table I.)

B. Modified Fall-Line Mix Model

As will be demonstrated in Section IV, applying the
traditional fall-line approach results in an exaggerated
yield degradation which does not match the experimental
data. We therefore implement two modifications to the
traditional fall-line described above.

The first approach to modify the fall-line stems from
a simple model designed to match the experimental data
with the help of a free parameter. The slope of the fall-
line was defined previously as the velocity of the free-
falling shell material. A parameter-based modified fall-
line is introduced to relax this slope, and effectively de-
creases the yield degradation modeled in the traditional
fall-line case. This method assumes simply that the shell
material is moving at a slower velocity than the free-
falling shell represented by the traditional fall-line. This
version of the modified fall-line also starts its trajectory
at the onset of the deceleration phase, but it intersects
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FIG. 4: (Color online) Acceleration and velocity profiles high-
lighting the onset and peak of the deceleration phase (based
on HELIOS-CR simulation of Shot 5A from Table I.)

the r = 0 axis (signifying complete mixing of the core)
at a later time. We define a parameter ∆t as the differ-
ence between the time when the traditional fall-line and
the modified fall-line hit r = 0. With this approach, the
free parameter ∆t (and the associated modified fall-line
velocity) can be used to control the yield-dudding effect.
We have performed a sensitivity study for the value of ∆t
over the range of eight experimental shots described here.
The average value for ∆t was 72 ps, with a standard de-
viation of 14 ps, and it was not particularly sensitive to
the different shell thicknesses employed. Although this
simple model allows us to consistently match the experi-
mental yield with similar parameters, it does not provide
a sound physical interpretation for the parameter associ-
ated with the fall-line relaxation.

We therefore implemented another more physical ap-
proach to modify the fall-line. The traditional concept of
the fall-line is based on defining the onset of the deceler-
ation phase. However, since the application of this tech-
nique results in severe yield degradation, we have inves-
tigated a number of other constructions for modified fall-
lines. This study demonstrated that a modified fall-line
based on the peak of the deceleration phase rather than
the onset resulted in a yield degradation closely matching
the experimental yields. Figure 4 shows a representative
case for the acceleration and velocity profiles, with the
onset and peak of the deceleration phase labeled. Recall
that the traditional fall-line begins at the time of peak
velocity, which is a singular event corresponding to the
onset of the deceleration phase. When we set a modified
fall-line based on the peak of the deceleration phase (also
a singular event), there is some uncertainty in the deter-
mination of the slope due to the more nonlinear nature
of the fuel-shell interface at this later time. We use this
uncertainty to define the error bars in the final degraded
yield. Figures 2(b) and 3(b) demonstrate the results of
this method.

C. Interface Penetration Fraction Mix Model

The spatial evolution of the mixing region as a func-
tion of time can be modeled in terms of a constant (time-
independent) fraction of the distance between the inter-
face and the fall-line. This approach was described by
Amendt et al in Ref. [4].

In our implementation of the interface penetration
model, the penetration fraction γ can be explicitly chosen
to produce a degraded theoretical yield that matches the
experimental yield. Figures 2(c) and 3(c) show an exam-
ple of implementing an interface penetration fraction of
0.54, which translates into a mixing region that is defined
to reach 54% of the distance between the interface and
the fall-line (or the r=0 axis if the fall-line has already
intersected it). In the case discussed here, this value for
γ produces a degraded yield that matches experiment.

A sensitivity study over the range of experimental
shots showed very little dependence on the shell thick-
ness. The average value for γ was 0.54, with a standard
deviation of 0.03. This uncertainty in the value of γ
across all eight shots studied here was used to set the
error bars for the model.

D. Haan Mix Model

For comparison here, we present the results of a time-
dependent Haan mix model, which is based on the tech-
niques presented in Ref. [14]. Hydro simulations were
first post-processed according to the prescription set
forth by Haan in Ref. [7]. The Haan saturation model cal-
culates the mix width due to Rayleigh-Taylor instability
growth, which occurs when a lower-density fluid (the fuel)
pushes against a higher-density fluid (the shell) [15, 16].
Haan’s model infers mix width characteristics based on
estimating the growth of multi-mode perturbations on
the fuel-shell interface. For these direct-drive experi-
ments, we use perturbation spectra based on the target
surface roughness, the laser beam power imbalance, and
the laser imprint [17, 18].

This particular implementation of the Haan model
calculates the time-dependent growth of the mixing re-
gion [13]. The mix width itself is broken down into the
bubble and spike widths, which sum to the total mix
width. In applying the Haan model to the fuel-shell in-
terface, we use only the spike width, which represents the
spatial extent of heavier shell material into the lighter
gas. Figure 2(d) shows that in this case, the mix region
defined by Haan’s model is significantly smaller than the
mix regions found in the fall-line based models. There-
fore, as is demonstrated in Figure 3(d), the yields in the
hydro zones closest to the center of the capsule never
experience degradation. Since the yields in these zones
are the highest, the resulting total yield is closer to the
clean calculation than the models which use the fall-line
to describe mix.

In other work, we have previously studied the effect
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that a constant multiplier on the initial perturbations
has on the mix width [14]. We found that in those
cases, which were indirect-drive experiments, a multi-
plier of 3.0 resulted in a mix width which matched the
experimentally-derived mix width. We use the range of
multipliers from 1.0 (the nominal Haan model) to 3.0 (the
experimentally calibrated value) to determine an uncer-
tainty level for this application of the Haan model. It is
interesting to note that the application of a multiplier of
3.0 on the initial perturbations does not drastically af-
fect the yield degradation or bring the Haan yield down
to the experimental level in all cases. This is due to the
fact that a larger Haan mix width still does not dud the
yield in the innermost zones of the problem, where the
yield is highest. The behavior of the Haan mixing region
is such that the shell material never reaches the center,
and thus full contamination never occurs.

IV. COMPARISON OF YIELD DEGRADATION
EFFECTS AND EXPERIMENTAL DATA

As described above, four mix models were used to cal-
culate the degraded yield rates for all zones. The yields
from all zones were then simply added to compile a total
integrated yield curve for each mix model. In Figure 5,
we demonstrate the effects of mix-degraded yield by plot-
ting the total clean yield rate along with the integrated
yield rates from each of the four models as a function of
time.

The total degraded yield rates were compared with the
experimental yield rate as a function of time, which in
this case was recorded with the Neutron Temporal Di-
agnostic (NTD). The experimental data, however, was
given in terms of CCD counts, and therefore was re-
normalized so that the area under the curve matched the
experimental integrated yield given by the neutron time-
of-flight (NTOF) diagnostic. In order to compare the
theoretical yield curves to that of the experiment, the
degraded yield rates shown in Figure 5 were convolved
with a 40-ps Gaussian, the instrumental response of the
NTD detector [9].

It is clear from Figure 5 that the experimental yield
rate most closely matches that of the interface penetra-
tion model. This result substantiates the conclusion of
Amendt et al [4], which described the theoretical basis
for representing the spatial evolution of fuel-shell mix in
terms of a constant fraction of the distance between the
interface and the fall-line. Analyses of the remainder of
the experimental shots from Table I demonstrate that in
all cases, the experimental yield traces are best described
by the interface penetration model.

The theoretical yield rate curves of Figure 5, represent-
ing the number of neutrons produced per nanosecond,
were integrated over the simulation time to calculate the
total neutron yield. Using the same methods discussed
above, the set of simulations representing the eight exper-
imental cases defined in Table I were also post-processed.

1.6 1.7 1.8 1.9 2.0 2.1
0

1x1011

2x1011

3x1011

4x1011

5x1011

6x1011

 

 

To
ta

l i
nt

eg
ra

te
d 

yi
el

d 
ra

te
s 

(#
/n

s)

Time (ns)

Yield rates:
 Clean hydro
 Fall-line (onset deceleration)
 Modified fall-line (peak deceleration)
 Penetration fraction (  = 0.54)
 Haan mix (multiplier = 3.0)
 Experimental NTD trace

FIG. 5: (Color online) A comparison of the total clean yield
rate as predicted by the HELIOS simulation, and degraded
yield rates from the traditional fall-line model, the modified
fall-line model based on the peak of the deceleration phase,
the interface penetration fraction model (γ = 0.54), and the
Haan saturation model (multiplier = 3.0). (FLAME analysis
of Shot 5A from Table I.)

By investigating a number of cases, we were able to ac-
cumulate better statistics on the performance of the mix
models discussed.

The total clean yields predicted by the HELIOS simu-
lations, as well as the different flavors of degraded total
yields, are plotted in Figure 6 along with the experimen-
tal values for the total neutron yields. The experimental
uncertainties are within the symbol size. The traditional
fall-line gives an estimate of the upper bound expected
for mixing. For the modified fall-line model, we used
the uncertainty in the slope starting from the peak of
the deceleration phase to set the error bars. In the case
of the interface penetration model, which used a flexible
parameter to match the experimental yields, the uncer-
tainty bars represent the spread in yield derived by re-
calculating the degraded yields using the spread in the
interface penetration parameter across all simulations.
Finally, for the Haan saturation model, the uncertain-
ties represent the spread in yield resulting from the use
of a range of multipliers on the initial perturbation am-
plitudes.

As expected, the yield degradation of the traditional
fall-line model is the most extreme. The experimental
yields lie roughly halfway between the fall-line yields and
the clean yields on a log scale.

The results of the modified fall-line model, which uses
the peak of the deceleration phase to set the fall-line,
demonstrate that the overall yield matches the experi-
mental values very well for all but the thick shell case.
Interestingly, as seen in Figure 5, the yield rate from
the modified fall-line technique does not provide the best
match to the experimental yield rate.

As was intended in this implementation of the inter-
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FIG. 6: (Color online) Comparison between experimental
yields (yellow stars, experimental uncertainties within symbol
size), the clean yields predicted by HELIOS (black triangles),
and the degraded yields based on (a) the traditional fall-line
analysis (red diamonds), (b) the modified fall-line analysis
(blue circles), (c) the interface penetration fraction model
(orange pentagons), and (d) the Haan mix model (green
squares). The shell thickness corresponding to each exper-
iment (and thus each simulation) is noted at the bottom.

face penetration model, the error bars of the associated
yields are within the range of the experimental yields in
all cases. We note that although a free parameter was
used to guide the total yield result, this technique pro-
vided excellent agreement between the calculated yield
rate curve and the experimental NTD data. An investi-
gation into a physical interpretation for this model that
would preclude the use of a free parameter is ongoing.

The results of the Haan model yield degradation are
complex. For the mid-range 26 µm shells, the Haan
model inferred relatively small mix widths, correspond-
ing to a low yield degradation and resulting in yields close
to clean. This effect was even more obvious in the thick
32 µm shell case, since the Haan model predicted even
lower levels of mix. However, in the case of the thin 19
µm shells, the Haan model calculates substantially larger
mix widths, resulting in yields that are closer to experi-
ment. In fact, this trend was noticed during the design
phase of the experimental campaign, when the Haan sat-
uration model was used to investigate the design para-
meter space for capsules which would result in varying
levels of mix. Therefore, it is not surprising that Haan’s
model results in a more substantial yield degradation for
the thin shell targets.

Table II shows the yield-over-clean (YoC) measure-
ments for the experimental data, comparing the clean
hydro yields to the experimental yields. The range of 0.3-
0.4 for the YoC demonstrates that the clean hydro yields
are significantly overestimated. We use a similar con-
cept, called the yield-over-mix (YoM), which represents
a comparison between the experimental yields and the
calculated degraded yields. Table II presents the YoM
measurements for the four yield degradation models dis-
cussed here. For the traditional fall-line model, the YoM
is greater than one, since this model underestimates the
yield. Using a modified fall-line based on the peak of the
deceleration phase resulted in YoM values close to one. In
the case of the interface penetration fraction model, the
YoM measurements are significantly closer to 1.0, repre-

TABLE II: Yield-over-clean (YoC) and yield-over-mix (YoM)
measurements for the eight experimental shots. YoMFL

is the traditional fall-line model, YoMMFL represents the
modified fall-line model, YoMPF is the penetration fraction
model, and YoMHM is the Haan mix model. Shot sequence
A represents the ∼26 µm shells, sequence B represents the
thinner ∼19 µm shells, and sequence C is the thicker ∼32 µm
shell.

Shot YoC YoMFL YoMMFL YoMPF YoMHM

1A 0.37 4.04 1.02 1.00 0.43
2A 0.36 3.64 0.97 0.98 0.42
3A 0.36 3.59 0.94 0.99 0.41
4A 0.36 3.76 1.01 1.01 0.42
5A 0.34 3.57 0.93 0.99 0.41
1B 0.38 2.07 0.81 0.99 0.78
2B 0.39 2.86 0.80 1.01 0.84
1C 0.31 2.94 0.57 0.98 0.34
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senting the fact that we used the adjustable model para-
meter to match the experimental and degraded yields as
closely as possible. The Haan model YoM shows consid-
erable variation with shell thickness, which is consistent
with Figure 5 and the above explanation.

V. CONCLUSIONS

We have studied the degradation of yield due to mix
by post-processing 1-D hydrodynamic simulations with
a series of mix models. Three mix models that rely on
fall-line concepts have been applied: a traditional fall-
line model, a modified fall-line model, and an interface
penetration model. For comparison, we have also inves-
tigated yield degradation within a mix region defined by
Haan’s saturation model.

The results of the theoretical static mix models have
been compared to experimental data from a set of direct-
drive OMEGA experiments. By analyzing a number of
experimental shots, statistics show that the modeling is
appropriate in all studied cases. Using the traditional
definition of the fall-line, whose slope is set at the onset
of the deceleration phase, we found that the yield degra-
dation is considerably overestimated. If we modify the
definition of the fall-line to instead set the slope at the

peak of the deceleration phase, we find that the degraded
yields and the experimental yields match well. A single
parameter in the interface penetration model was used
to match the calculated degraded yields with the exper-
imental yields. Interestingly, we found that the value of
the parameter γ was consistent over the range of exper-
iments studied, and therefore we can conclude that this
parameter is insensitive to shell thickness. The interface
penetration model provides the best match to the exper-
imental yield rate trace.

An important application of this work will be to study
the fall-line behavior for a variety of ICF experiments
using the tools we have developed. The techniques dis-
cussed in this paper represent an evolution in the under-
standing of how mix affects yield in ICF implosions.
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